STT 231: August 28, 2019

m Four ways to the semester on the right foot!
1. Purchase course pack by next class meeting
2. Enroll in course Top Hat: JOIN CODE 830383
3. Bring your laptop to 15t recitation, next Tuesday
4. Ensure D2L notifications are turned on for course

m Agenda:
- Introductions, course overview, begin Chapter 1



Introductions

m Instructor: John Keane, keanejoh@msu.edu

1. Where are you from?

2. What do you do on-campus? What are you studying /
working on?

3. What was in your high school locker?

4. Would you rather fight 100 duck-sized horses or one
horse-sized duck?

5. What is the average class size at MSU?


mailto:keanejoh@msu.edu

Why study statistics?

Consider a simple example:

m 150 students at a university are taking a statistics
course.

m There are five sections of the course, with class sizes
shown below:

-ﬂ-“ﬂ

Class size

m What is the average class size, per instructor, across the
five sections?




Why study statistics?
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Why study statistics?
_Secon | A | B | C | D | E

Classsize 15 + 15 + 15 + 15 + 90 = /50

§slurs

m What is the average class size, per student, across the ™ Yoted

five sections?
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Why study statistics?

m Comment on how these two average class sizes compare
and explain why they differ as they do.

m Which average would you say is more relevant?
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Why study statistics?

m S0 again... why study statistics?

m Too frequently, we engage only in discussions involving
typical values...

—

...when we should also consider variability and
distribution of cases.
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Course overview

m Instructor: John Keane, keanejoh@msu.edu
m Lecture: MW 9:10AM-10:00AM, GOO8 Golden Hall
m Recitation: Thursday afternoons (times vary)

m Office hours: Mondays 11:00AM - 12:00PM or by
appointment, Wells Hall C427

m Description and prerequisites

m Calculus-based course in probability and statistics. Probability
models and random variables. Estimation, confidence
intervals, tests of hypotheses, and simple linear regression
with applications in sciences.

m Prerequisites: MTH 124 or MTH 132 or MTH 152H or LB 118



mailto:keanejoh@msu.edu

Required materials e 3

u\“w’o\\f?

Required - WebWork subscription: Used for homework

assignments. Students wi iIred to purchase a subscription
via CashNet at a cogtof $50.00.

Required - Course pack: STT 231 uses an interactive course
pack in lieu of a hardcover textbook that includes reading
assignments and in-class activities.

Required - Graphing-Calculator: Any basic graphing calculator
(has basic STATS functions) is fine, although student support is
offered for Texas Instrument models (for example: 83, 84, 89,
Inspire). No cell phones (or other devices with access to data plans)
allowed during exams.
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Required materials

m Required - Top Hat account: The Top Hat Response System
will be used regularly during and between lectures as a method of
gauging how students are understanding content.

- JOIN CODE: 830383

m Required - R and RStudio: This course uses a free statistical
programming language (‘R’) and a convenient interface (‘RStudio’)
as an aid in exploring statistical concepts and practicing various
procedures.




Grading

WebWOrk |t Coation | activies | Readings | P
% 20 5 10 10 55
Grade Range Grade Range
4.0 100% - 90% 2.0 70% - 714.99%
3.5 85% - 89.99% 1.5 65% - 69.99%
3.0 80% - 84.99% 1.0 60% - 64.99%
2.5 75% - 79.99% 0 0% - 59.99%




Student evaluation

m In-class participation: 5%

- Top Hat questions are frequently posed in-lecture.
Your answers to these questions are evaluated

evenly on completion and accuracy and are worth a
total of 5% of your grade.

- Make-up questions offered weekly.
m Recitation: 10%

- Thursday recitations are required. Submitted
activities worth 10% of your grade.

- Lowest recitation grade dropped at end of semester.




Student evaluation

m WebWorK: 20%

- WebWorK exercises most weeks (total of 11). Extensions /
make-ups are not offered, so make sure you start them early!

- Lowest HW score dropped at the end of semester.

m At-home readings: 10%

- In between lectures, short readings are assigned to prepare you
for the following lecture. Readings often require short
responses via Top Hat.

m Exams: b5%

- Three, non-cumulative exams, each worth ~18.33% of your
final grade.



% Heav, ww’om-élaes
Exam Dates and Times ¢ | . 4 e

m There will be txv«o midterm exams and one
M comprehensivé'final exam on the following dates and
times:

- Exam 1: Wednesday, October 9, 2019
m Time: 7:00 - 8:20pm

- Exam 2: Wednesday, November 20, 2019
m Time: 7:00 - 8:20pm

- Exam 3: Thursday, December 12, 2019
m lime: 7:45 - 9:45am

m Locations will be announced in the week before each
exam and posted on D2L
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Exam policies

m Closed book
m Formula sheet will be provided
m Calculators are allowed/necessary

m Make-up Exam
- Available the day after the exam, time and place TBD.

— Must provide documentation to the instructor no later
than 1 week before the exam date.

- Valid reasons to take the make-up include:
m medical emergency
m university sanctioned event (including class at that time)
m religious holidays
m military obligation




Where to get help

m STT help room

- A102 Wells Hall

- Hours are posted on D2L
m Email/visit your TA

- Contact info and office hours posted on D2L
m Email/visit the instructor

- Contact info and office hours posted on D2L




STT 231
STATISTICAL METHODS

Chapter 1: Introduction to Data
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Lecture 1-1: Variable Types

m Consider each of the following research questions:

1. Do students who self-identify as ‘night owls’ have higher GPAs than
those who consider themselves ‘morning larks’?

2. Is swimming with dolphins therapeutic for patients suffering from
clinical depression?

3. Is gestation length associated with life expectancy among
mammalian animal species?

4. Does exposure to light pollution at night influence weight gain?
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A diagram for all of STT 231

We might conduct studies to attempt to answer these
questions.
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Page 2

A diagram for all of STT 231

Generative Process Observed sample data

w

Scientists are often looking at

Observed Samples of data in order to

reach conclusions that extend to some larger or generative
process. We'll call that process the

Popm_o‘( wttirost
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Populations & samples

Definition of a population:

The generative process is sometimes concrete and other
times only an abstraction, but it is object of study when we
are collecting and analyzing data. The sample data is our
way of finding out, with some level of (un)certainty, about
the facts of the process that produced the sample data.



Page 3

Cases and variables

Sample data is made up of ___auses ,

a Vanable is any characteristic recorded for

each case.

All variables are either categorical or quantitative.

m Categorical variables Q/asgnt%; Ca3eS iints grups /(ﬁ%@' :
placing each case into exactly one of two 0r more
categories.

m Quantitative variables Mg,[@(ﬁd a
numerical quantity for each case. Unlike categorical
variables, numerical operations like adding and
averaging make sense for quantitative variables.
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Quantitative variables

Quantitative variables can be divided further into two
groups:

Jlscm‘e) and Coduars

m Quantitative, discrete variables can only take on

i tered

m On the other hand, quantitative, continuous variables
can take on

dny Valve wrthn an wtaryal
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Categorical variables

Categorical variables can be divided further into two groups:

ofdzm// and Nen famlma/
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Example 1.1: Owils vs. Larks

A recent study examines the relationship between class
start times, sleep, circadian preference, alcohol use,
academic performance, and other variables in college
students.

The data were obtained from a sample of n = 253 students
who completed skills tests to measure cognitive function,
completed a survey that asked many questions about
attitudes and habits, and kept a sleep diary to record time
and quality of sleep over a two-week period.
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Example 1.1: Owils vs. Larks

Below are some of the recorded variables.

Variable Coding Type

Gender 1 = male, O = female w)’faaww], m'am’ma,f
Year in school, 1 = first year, ..., wJ Vd
ClassYear w«k&m , ordinaf

4 = senior

Early ri ight owl? Lark,
L arkowl arynserornlg owl? Lar !mm" - ohoal
Neither, or Owl 'a'

ClassesMissed | \UMPer of classes missed in a c!mwﬁ'lwhnlb, dhsode

semester
wdvs o }uw
Vartable, wbs emcelecd.

AnxietyStatus Coded anxiety score: normal, ’Camw", dfdlM/,

moderate or severe

AnxietyScore | Measure of amount of anxiety
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Example 1.2: Identifying variable types

m Consider each of the following variables and classify
them by their type.

1. The zip code in which you were born. oa&camw, nen- orhinal
2. The score you earn on a test, as a letter grade. an;/:mu{

3. The score you earn on a test, as a percentage of total
available points. gquubtsdue, codinums ("4 Md‘sadc?)

4. Your handedness, i.e., your tendency to use either the
right or left hand more naturally than the other.

D,_fwds nn &owdyu oncecle 140
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Page 4
Example 1.3: Looking more closely at handedness

a. Before observing any sample data, what proportion of
students do you think are right-handed?

b. Submit via Top Hat whether you identify as right- or left-
handed. How many cases are there in our observed
sample? What type of variable have we recorded?

<P @4%mw4, worr ovchinad
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Example 1.3: Looking more closely at handedness

c. Please indicate which hand
you use for each of the following
activities by putting a (+) in the
appropriate column...

...or (++) if you would never use
the other hand for that activity.

If in any case you are really
indifferent, put (+) in both
columns.

Task Left Right
Writing 4+
Drawing +
Throwing 4
Scissors 4 ~
Toothbrush —+
Knife (without fork)  + .}
Spoon A <+
Broom (upper hand) 4} -

Striking match (hand that 4

holds the match)
Opening box (hand that
holds the lid)

Total

B o+ &
a +
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Example 1.3: Looking more closely at handedness

d. Create a Left and a Right
score by counting the total
number of (+) signs in each
column.

Your handedness score is
Right—Left
Right+Left’

Submit your Handedness score
via Top Hat.

What do you expect the
distribution of responses to
look like?

Page 4

Task Left Right
Writing 4+
Drawing +
Throwing +
Scissors + —+
Toothbrush 4
Knife (without fork) + —+
Spoon P ¥
Broom (upper hand) + ~+
Striking match (hand that 4 F
holds the match)
Opening box (hand that 3 +
holds the lid)
Total
ER)
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Page 4
Example 1.3: Looking more closely at handedness

e. What proportion of students were right-nanded? What
was the average ‘handedness’ score?
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Lecture 1-2: Summaries of observed data

Study of post-herpetic neuralgia, the most common complication of shingles where
nerve endings cause an ongoing burning sensation.

Each patient was given

1
placebo (treatment = 0) or 1 1 52 'V' 22
0 0 80 F 33
vincristine (treatment = 1). 0 1 77 M 33
0 1 73 F 17
Bl o 0 82 F 84
, 0 1 71 M 24
Six weeks later, patents were  pura o 0 78 F 96
interviewed to see whether Bl 1 83 F 61
- Bl 1 75 F 60
an improvement had 0 0 6 v A
occurred (1 = Improvement). 0 0 74 F 35
1 1 78 F 3
1 1 70 F 27
0 0 72 M 60
1 1 71 F 8
0 0 74 F 5
0 0 81 F 26

Piegorsch, W.W. (1992) Complementary log regression for generalized linear models.
American Statistician, 46, 94 — 99.
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Post-herpetic neuralgia

a. Classify each of the variables recorded in this study by their type.

1 76 M 36

|1 1

1 1 52 M 22
0 0 80 F 33
0 1 77 M 33
0 1 73 F 17
Bl o 0 82 F 84
0 1 71 M 24
BEE o 0 78 F 96
Bl 1 83 F 61
1 1 75 F 60
0 0 62 M 8
0 0 74 F 35
1 1 78 F 3
1 1 70 F 27
0 0 72 M 60
1 1 71 F 8
0 0 74 F 5
0 0 81 F 26

Piegorsch, W.W. (1992) Complementary log regression for generalized linear models.
. American Statistician, 46, 94 — 99.
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Post-herpetic neuralgia

a. Classify each of the variables recorded in this study by their type.

Variable Coding Type
1 = Improvement, O = No hon- quiAnad
Outcome
Improvement
Treatment 1 = vincristine, O = placebo
Age Years Mmuaus
Sex Male / Female o~ M’NJ
Pre.Dur Pretreatment duration of 60'/"[' NOUS

symptoms (months)
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Summarizing with proportions

Because Outcome and Treatment are

f{/’ll'c%mdg@\ , we’ll summarize the collected
data on these variables using _pﬂ_’aaf'qélm

The proportion of a categorical variable that takes on a particular
outcome is found by:

Cases in a category

P tion =
roportion Total number of cases
Notation:
The proportion for an observed sample is denoted p and read “p-
hat.”

The proportion for the population that is the focus of study is
denoted p.
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Summarizing with proportions
-mé(:;m-

b. Compute the sample

proportion p of patients who 1 1 M
reported improvement six - é é gg '\If gg
weeks after treatment. B o 1 27 M 33
0 1 73 F 17
B o 0 82 F 84
0 1 71 M 24
% Bl o 0 78 F 96
=d3 WC( BEl 1 83 F 61
= — 1 1 75 F 60
/ ‘Z 0 0 62 M 8
0 0 74 F 35
1 1 78 F 3
1 1 70 F 27
0 0 72 M 60
1 1 71 F 8
0 0 74 F 5
0 0 81 F 26

***NOTE: We do not use the notation p here because

ra)l(aw ‘)Lnk/ pﬁw'dh‘l "lée, s
r(fgo\/ﬁ thwrf‘s m:/rﬂv /7@—1‘ Au?a‘:c_ ﬂ@UM/&/a
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Summarizing with proportions
-mé(:;m-

c. Compute the sample

proportion p of patients who - i i : -
received the vincristine. 5 0 20 . 33
B o 1 77 M 33

0 1 73 F 17

B o 0 82 F 84

A ]O 0 1 71 M 24
- BEl o 0 78 F 96
=<0 SSSS Bl 1 83 F 61

[ Bf 1 1 75 F 60

0 0 62 M 8

0 0 74 F 35

1 1 78 F 3

1 1 70 F 27

0 0 72 M 60

1 1 71 F 8

0 0 74 F 5

0 0 81 F 26
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Summarizing with proportions
-mé(:;m-

d. What notation would be

used to represent the 1 1
difference in observed é é gg '\If gg
improvement rates between B o 1 77 M 33
control and treatment groups? 0 1 73 F 17
B o 0 82 F 84
0 1 71 M 24
A N BEl o 0 78 F 26
— Bl 1 83 F 61
0 1 1 1 75 F 60
0 0 62 M 8
0 0 74 F 35
1 1 78 F 3
1 1 70 F 27
0 0 72 M 60
1 1 71 F 8
0 0 74 F 5
0 0 81 F 26
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Summarizing quantitative variables

Because variables Age and Pre.Dur are quglﬂ:é(q&zé{ vl , @ smart

way to summarize their recorded values is to report their __g €4in :

_ tedian _stundad_dwation

Additionally, it is often valuable to report percentile rankings for each variable,
often referred to as the -

e Mean -- the numerical average value
We represent the mean of a sample (called a statistic) by ...

X = = —
n n
n

X1+xZ+X3+"‘+xn 12
Xi

(NOTE: The mean of a population is denoted ‘u’)

e Maedian -- the 50t percentile of a dataset, i.e., the point
that splits the observed data in half.
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Central tendency

a. Compute the mean and median age of the study patients. Both of these
measures offer an estimate of a typical value for the observed Age of the 18
patients.

/6 52 80 77 73 82 71 78 &3

/5 62 74 78 70 72 71 74 81
- ‘ ) - z‘+51+"“+ g'
A>w 2%

8 = 73 ¢3
Lo & . ML Mg T 10™
e - S 'E’ o’bsm/mﬁhs)
Ba 63 o 4 # 4& #5 74?4 25 ¥ 232 2Y 2% o 8l 333
. ,‘Ak |0+k

E W'WS .24 §
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Page 7
Central tendency

b. What if the youngest patient’s age was mis-recorded as ‘5’ instead of ‘52’7

Now mean X = 22,
N medoan M = shil 74.5

KEY IDEA:

The mean is &)/\3 l’}- )\/Q/ to extreme observations.

The median is rOBUS\' / V@‘S’hﬂ/\+ to extreme observations.
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Standard deviation

In addition to summarizing the typical age of the patients, we also want to
describe how much (or little) their ages vary. One of the most common
measures of variation is the standard deviation.

75 80

| |
=

—l
|
W
1—"
el
il

—t

70
|

85
|

60
|

55
I

| | |
5 10 15

By definition, the standard deviation first computes the distance (or deviation) of
every observation in a dataset from their mean, x; — x. [t squares these
deviations, finds an approximate average of them, and then takes the square
root of that average to undo the earlier squaring. Let’s walk through these step-
by-step on the next page.
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Standard deviation

The standard deviation gives the

@WMMMM%MML from

*ﬂv a\/era%&

The [QV?/U the standard deviation, the
_MQLL\&M&ZI?_ there is in

the data and the more spread out the individual observations
are.
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Example 1.4: SD practice

Choose one of the four statements below to describe the relationship between
the data sets compared.

I.  The quantity in column A is greater.

ii. The quantity in column B is greater.

iii. The two quantities are equal.

iv. The relationship cannot be determined from the given information.

Statement Column A Column B
X The standard
L deviation of dev;*t‘ii rs]tspgza ;d6 .
{0.2,0.4,0.6,0.8} 4,0,
X £0.6 < 5
S s “d3
x;—x o] )(' ’3(—3 ’5
0./ iy
0.3

J
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Example 1.4: SD practice

Choose one of the four statements below to describe the relationship between
the data sets compared.

i.  The quantity in column A is greater.

ii. The quantity in column B is greater.

iii. The two quantities are equal.

iv. The relationship cannot be determined from the given information.

Statement Column A Column B
The standard The standard
|1\ deviation of deviation of
{1,3,5,7,9} {3,5,7,9,11}
X=5 X e Z

duiget1ovs - Devied in-s

.-q r‘f

-2 -2

0 0

A P 3

9 q
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Example 1.4: SD practice

Choose one of the four statements below to describe the relationship between
the data sets compared.

I.  The quantity in column A is greater.

ii. The quantity in column B is greater.

iii. The two quantities are equal.

iv. The relationship cannot be determined from the given information.

Statement Column A Column B
Y The standard The standard
(1 deviation of deviation of
{1,3,5,7,9} {1,3,5,7,9,9}
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Example 1.4: SD practice

Choose one of the four statements below to describe the relationship between
the data sets compared.

I.  The quantity in column A is greater.

ii. The quantity in column B is greater.

iii. The two quantities are equal.

iv. The relationship cannot be determined from the given information.

Statement Column A Column B
. The standard The standard
| deviation of deviation of

{1,3,5,7,9} {1,3,5,5,7,9}
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Percentiles

Percentiles, Range, & IQR: The P percentile is the value of a quantitative
variable which is greater than P percent of the data. The most frequently-
reported percentiles constitute a 5-number summary of a distribution:

« Ot percentile mmiMmom, ——_
« 25t percentile &4
. 50t percentile medan | TAR, |- ZM'\?Ia
« 75% percentile &% ~
« 100" percentile masomumn |

Range = 100™ percentile - O percentile
Interquartile Range (IQR) = 75™ percentile - 25 percentile
***Note: There are a variety of ways to compute percentiles. Tl-calculators do

not necessarily compute them in the same manner as RStudio or other software
applications.
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Percentiles
d. Compute the 5-number summary for the Age data of the patients.
52/6; 70 71?72 73 74?4175/76?787/32 80 81@
y \ V = )
W Q an
Lo~ 22 :Aﬂ:s.sﬁs ko f/f&js h
AQyr ™ & 2 e L5
0, > 44~ 023 (4031 Qs 2%
> 11,39 , o TT el
5» NG SWV\W‘Q‘/j.‘ Z.ahuchia, excth, ke,
(5o, .25, 74,5, 73, S’S) Aon W""f"‘a
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Recap

Summary measures of the variable Age for our 18 cases:

Measures of central Additional percentile

M re of variation :
tendency easure of variatio rankings

- . 244sq @ =_2
X = : _ 6‘25 Q = 2(as
ve 245 e

Q3 = ?g

Range =
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Using calculators

Although there was value in exploring these computations in detail, we usually
use calculators or software to compute all the statistical summaries listed
above. Provide a summary of the patients’ pretreatment neuralgia duration
Pre.Dur by first entering the data into your calculator and then having it do all
the heavy computational lifting.

36 22 33 33 17 84 24 960 ol
60 08 35 03 27 60 08 05 26

1. Navigate to 2NP 2. Navigate to STAT >
> STAT > EDIT CALC > 1-VAR STATS

L1 Lz Lz 1 EOIT TESTS

| ______ 1-Var Stats
s 2-War Stats
: Med—Med
LinkEeg9Ca=x+b)
s HyadEed
idaeRes
yartREe
2 g

K
3
=
=
v

Liffa=
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Lecture 1.3 - Graphical summaries
-mégm-

If we’d like to graphically

: T 1 1 1

represent a single quantitative 1 1 52 M 22
variable, we might choose 0 0 80 F 33
between a B o L famm= =
0 1 s L

| 6 | 0 0 82 F 84

éhj#o 6‘ am 0 1 71 M 24
Bl o 0|78 |_F oe

or oo plef EW : : = f o
1 1 75 F 60

B o 0 62 M 8

(or, better, both!). 0 0 74 F 35
1 1 - 3

1 1 70 F 27

0 0 72 M 60

1 1 £ 5

0 0 74 F 5

0 0 81 F 26
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Histograms

Histograms take observations of a numeric variable and classify
them into bins of equal width, spanning the interval over which
the variable is observed.

o ¢, convel Wla\ detorming
li/\, s+d M*, &‘fc. g

I o
o
]
=
'
— - —
[ T I

I 1
0 20 40 60 80 100

Histogram of Pretreatment Duration

4

Months

Note that a histogram does not show the exact

5.
SZ[J&&& nf 5%&44% 3@&51[1@ . Rather, it describes the

SW,OQ and C/@(Aﬁ_r_lg. of the

data. Highe’r bars represent where data are denser.
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Interpreting histograms

We often draw smooth curves to illustrate the general shape of a distribution.
This allows us to see the shape of a distribution with fewer jagged edges at the
corners. There are five common shapes we might use to describe the histogram

of observed data:
1. %MM&"L"IQ 5 bl 5/uf24/( /\

2. /Zg}v*ﬂ’ /oosn‘zva'sfeww{

3. [MQ P y\?wﬁw/ -5 berded
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Example 1.6 Histogram practice

a. Which histograms are skewed to the left?

g ] 2 ]
ﬂ_ ‘g_ b—,
2 ]
= — = o
T T T 1 T T 171 T T T T T T T T 1
0.0 10 2.0 4 1 3 50 150 5 15 25
A B C D
4 ] s _ 2 g - I
| - N 2 |
“TrrTT13 “rrrrra ST /T “TrrrTrTrT
3 -1 1 0 4 8 14 D 5 7 4 T

E F G H =
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Example 1.6 Histogram practice

b. Which histograms are skewed to the right?

g ] 2 ]
ﬂ_ ‘g_ b—,
5 _
(= = — L=
T T T 1 T T T 71 T T T T T T T T 1
0.0 10 2.0 -1 3 50 150 5 15 25
A B C D
1 70 g 2 8- Il
| - N 2 |
“TrrTT1t3 “rrrrra ST /1 “TrrrrTrTr
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Example 1.6 Histogram practice

c. Which histograms are skewed to the symmetric?
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Example 1.6 Histogram practice

d. Which histograms are skewed to the symmetric & bell-shaped?
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Example 1.6 Histogram practice

€. For each of the histograms, state whether the mean is likely to be larger than
the median, smaller than the median, or approximately equal to the median.
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Boxplots

A boxplot is a graphical display of the five-number summary for a single
guantitative variable. It shows the general shape of the distribution, identifies
the middle 50% of the data, and highlights any outliers

Upper fence = max value < median +1.5(IQR)

Upper hinge = Q3

median

Lower hinge = Q1

Lower fence = min value > median -1.5(IQR)
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Boxplots

We first draw a heavy line at the median, with lighter lines at Q1 (the lower
hinge) and Q3 (the upper hinge), and connect Q1 and Q3 to form a box. This
helps to visualize the IQR of the data. The points at distances 1.5(IQR) from
each hinge define the fences of the data set. Lines (sometimes called whiskers)
are drawn from each hinge to the most extreme measurements inside the inner
fence. Points that are beyond the fences are plotted individually and are often

considered outliers.

Upper fence = max value < median +1.5(IQR)

Upper hinge = Q3

median

Lower hinge = Q1

Lower fence = min value > median -1.5(IQR)
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Post-herpetic neuralgia

a. Draw a boxplot for the data on Pretreatment Duration from our Neuralgia
study with the five number summary (3, 18.25, 30, 54, 96).

Data: 3 5 8 8 17 22 24 26 27 33 33 35 36 60 60 61 84 96

Histogram of Pretreatment Duration

Frequency
2
|

0 20 40 60 80 100

Months
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Example 1.7: Matching graphical and quantitative

summaries.
a. Match each five-number summary to one of the available boxplots

i (2,12,14,17,25)
ii. (5,15,18,20,23) a- M
i, (10,12,13,18,25)
iv. (12,12,15,20,24) .
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Example 1.7: Matching graphical and quantitative

summaries.
b. Match each five-number summary to one of the available histograms.

i (13579) X VI
i. (1,4,56,9) AL
i (1,5,7,8,9)
v. (1,1,2,4,9)
— 1 l—J_
Z ’y l--")
e —
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Example 1.7: Matching graphical and quantitative

summaries.
c. Match each boxplot to one of the available histograms..

e | - A * 3
.............. . fqy N
S T + ° g )
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Z-scores

Often, a single data value isJ{LJIL (’ﬂSIe‘ér IM%/DK/M without knowing
how it relates to other observations of the’'same vaflable

A common way of determining how usual or unusual a single observation is to
count how many standard deviations it is away from the mean. This quantity is

knownasa__7 - SCO

The number of standard deviations from the mean: z-Score

The standardized scored for a data value is defined to be:
— R V
X =X Cobsrved = "expaddod
2= S “meavic £ V&M{z/nlfh

For a population, the sample mean x is replaced with the population mean u and the sample
standard deviation s is replaced with the population standard deviation o.

Definition: The z-score tells how many standard deviations the value is from the mean and is
independent of the unit of measurement.
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Example 1.8: Working with z-scores

A. Consider each of the following cases, which gives the value of an observed
data point and the mean and standard deviation of the sample from which is
came. Rank these cases from the smallest to largest z-score.

I. The value 243 in a dataset with mean 200 and standard deviation 25.
ii. The value 88 in a dataset with mean 96 and standard deviation 10.
iii. The value 5.2 in a dataset with mean 12 and standard deviation 2.3.
Ilv. The value 8.1 in a dataset with mean 5 and standard deviation 2.

Z.

2

Z 1 ZZ n 'Z,f\'/ Zl'

(smallest) (largest)
AU5-F00 _ 52- . _ 495
SEES s Ci® Tas - 1365
€ -9¢ C.1-5 |
i 0 08 Z—,‘v g S | 25 . m
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Example 1.8: Working with z-scores

B. If the mean of the dataset below is 6.8 and the standard deviation is 3.6, how
many observations will have a z-score between -1 and 1? (Hint: this is the same
as asking how many fall within 1 standard deviation of the mean.)

Set A:{2,9,2,6,9,10,7,4,5, 14}

(L *3.6 7 (33, l0Y)

g ;M@’Aws 7&&/ within  gra
stavdond  dppoton & the mean.
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Bar & Mosaic plots

Recall the sleep study from Lecture 1-1 that examined the
relationship between class start times, sleep, circadian
preference, alcohol use, academic performance, and other
variables in college students.

Does the proportion of students who have an early class
differ across the class year of our n = 253 students?

This question asks about the kﬁﬁm ﬁéu )i between
two categorical variables.
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Bar & Mosaic plots

To answer it, we’ll need a contingency table, where the categories
for one variable are listed across the rows and the categories for
the second variable are listed across the columns.

| Freshman | Sophomore | Junior | Senior | Total _

O = No Early

S B 39 64 33 32 &9
Class

NP

a. Complete the table on the previous page by filling in the row
and column margins.
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Bar & Mosaic plots

| Freshman | Sophomore | Junior | Senior | Total _

Ure Pl 8 31 21 25 85
Class

Lo 39 o4 33 32 168
Class

b. What proportion of the students surveyed have an early class?

167
/5: Py = 0.66Y40
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Bar & Mosaic plots

| Freshman | Sophomore | Junior | Senior | Total _

= e Bl 8 31 21 25 85
Class

L= B 39 64 33 32 168
Class

c. What proportion of freshman have an early class? A4 = ﬂ :0.209§

P~z
d. What proportion of sophomores have an early class? »

e. What proportion of students with an early class are
sophomores? AL 6 3510

P g
Note that the solutions to (d) and (e) are

W%ﬁamﬁz | T



John

John

John

John

John

John

John

John

John

John

John


Page 17
Bar & Mosaic plots

Bar Chart of EarlyClass by ClassYear Variables Bar Chart of EarlyClass by ClassYear Variables

oan .

80

80

50

60
0

30

40

20

20

10

_

gl Early 31 21 25 85
Class

1 = Early o4 33 32 168
Class
Total 95 54 57 253

47
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Bar & Mosaic plots

Bar Chart of EarlyClass by ClassYear Variables Bar Chart of EarlyClass by ClassYear Variables

[=]
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1 2 3 4 1 2 3 4
Dark Grey = Early Class Dark Grey = Early Class

a. Were more juniors or more seniors present in the sample of n =
253 students? Which plot does a better job of showing this?

S},mtmrs) M /ﬁé‘f
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Bar & Mosaic plots

AS 8 “
7 ) 54 :4 A
41 R 3\ B 3
9 = 2
& al
) l Q - g
. L
_
Dl Early 31 21 25 85
Class
1 = Earl
arly o4 33 32 168

Class
Total 95 54 57 253

47
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Bar & Mosaic plots

Bar Chart of EarlyClass by ClassYear Variables Bar Chart of EarlyClass by ClassYear Variables
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Dark Grey = Early Class Dark Grey = Early Class

b. Do a greater number of freshman or sophomore students have early classes
at least once per week? Which graph is more helpful to answer this question?

gaff\mfvmfa )Y it plof
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Bar & Mosaic plots

Bar Chart of EarlyClass by ClassYear Variables

45

=1
Hq %QQ

1 2
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40

20

Dark Grey = Early Class
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Bar Chart of EarlyClass by ClassYear Variables

80

50

40

30

20

10

i

1

pl|

—64

2 3 4

Dark Grey = Early Class

_

O = No Early
Class
1 = Early

Class
Total

47

31

64

95

21 25 85

33 32 168

54 o7 253
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Bar & Mosaic plots

Bar Chart of EarlyClass by ClassYear Variables Bar Chart of EarlyClass by ClassYear Variables

an .

1 2 3 4

80

80

50

60
0

30

40
20

20
10

1 2

Dark Grey = Early Class Dark Grey = Early Class

C. Do a greater percentage of freshman or sophomore students have early
classes at least once per week? Which graph is more helpful to answer this

question? /m M@{/L ) ]O# /ﬁﬂ[

d. Which of these two plots provides a better way of analyzing the relationship
between EarlyClass and ClassYear? Explain.

: , 7@
p(,/yax\alé m A//La?4 70687‘[% Jaufa 7L ﬁ:/g;/d/’ -
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Bar & Mosaic plots

Mosaic plots use _ACA to represent the
number of observations in a given cell of a . 3
two-way table. No form of bar-chart does this,
making mosaic plots somewhat unique.

Mosaic Plot of EarlyClass by ClassYear

S 1as | 94

39

Mosaic plots are particularly useful at 64

describing the ) 3 3L | Lg
Wéﬁf’lm Az)))()

(or lack of one) betwéen two categorical

variables.

42 45 Sy 53

| Freshman | Sophomore | Junior | Senior | Total _

0= No Early 8 31 21 25 85
Class O
L= B 39 64 33 32 168
Class —
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Scatterplots

A scatterplot provides a case-by-case view of data for two quantitative

Page 19

variables. Each point represents a single case measured on the two variables.
Typically, we want to assess three characteristics of the visualized

relationship:

Strength of association
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Scatterplots

Page 19

A scatterplot provides a case-by-case view of data for two quantitative
variables. Each point represents a single case measured on the two variables.
Typically, we want to assess three characteristics of the visualized

relationship:

Linearity of association

Non-linear Association

Survival Time

3000

1000

Linear Association

20

40

Age
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n'y;‘f 1' kg

.
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‘. * *
e

60 80 100
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Scatterplots

A scatterplot provides a case-by-case view of data for two quantitative
variables. Each point represents a single case measured on the two variables.
Typically, we want to assess three characteristics of the visualized
relationship:

Direction of association

Negative Association Positive Association
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Correlation

The cpﬂb{%émﬂ Co?@l’olai,denoted by the letter r ,

quantifies the strength of the [MMP" gﬁaamllm (or

clustering about a line) between two variables x and y.

Where the standard deviation describes the variability of a single set of data,
the correlation describes the joint variability of two sets of data, together.

The value of r is always between __~ ﬁ— and 1
Values closer to -1 correspond to a...

ﬁ%%ﬁw/m

Values closer to 1 correspond to a...

d [

Values closer to O correspond to...

a lik 4 o lnear associeher

—
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Computing correlation

Earlier in Chapter 1-1, we asked the question, “Is gestation length associated
with life expectancy among mammalian species?” Consider the following data
set, which gives both values for just six mammalian species.

P (days) (years) @ -
365 14

bear,black eake 18 e .
240 12 u o |
rabbit 31 5 § ol
sheep 154 11 .
camel 406 10 o -

BEZ 235.8333  11.6667 S
137.5462  4.3205 N

What do you estimate is the correlation of the variables Gestation and
Lifespan for these six observed cases? n
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Computing correlation

You’ll notice that species with longer gestations often have higher life
expectancies. But how strong is this relationship? To compute the correlation
between the variables Gestation and Lifespan, which quantifies the linear
relationship between these two variables, take the following steps:

3 Bm[a_rm_mz}\_mmh@&é) wdo 25 (7, %)
2. M Ho IﬁVaC/UG'IL @,,.z'iﬁ :Eof (azln mvrcfzmmte/,

Consequence 1: /gfd:j;ﬂ& avG {+/"') v (’; ’) Prag/we; /W.sﬂéifez

Consequence 2: %L%ih+ avo ('/'IL} 44 (*') /7Vb££/db *‘?ﬁﬂé/lfo
s, Lund M appe wede. aoige, size o
P’Wa% Ths 13 asons /om/ZQWvaL conthahon.
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194-235.93

' - Il 666 F
Zs' 133946 0343 Qaééits s rs—”—\ <~ 390 Page 21
Computing correlation ¢ 43205 34

Gestation Lifespan

Species (days) (years) Z gestation Zlifespan
donkey 365 14 0.9391 0.5401
bear,black 219 18 —0.1224 1.4659
moose 240 12 0.0303 0.0772
rabbit 31 5 —1.4892 -1.3930
sheep 154 11 ~0.59 50 —0.1543
camel 406 10 [. 2373 -9.352F
X 235.8333 11.6667 0 0
S 137.5462 4.3205 1 1
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Computing correlation
Consider two scatterplots of the raw data vs. their standardized z-

Scores.
Raw data Standardized data
- .
X=235 Z.=0
)
@ T T ————8 —
| n
w . =T )
=t ) ~— |
)
)
s 7] . ’ g S Y
g ' L= : 2.«
3 EE . - I :'lr‘4 I‘I\l o ‘ ] &-o
& : > S I
z e . 1 = ! - y
g o Ao L 4 = - B e §
s E s
o - | -
l - 7]
]
w — ) -
' ——— —_-—’—I ‘I- B —‘i‘
T T T 1 T T T g T T
100 200 300 400 -1.5 -1.0 -0.5 0.0 0.5 1.0
Gestation (days) Gestation (z-scores)

The correlation multiplies the both values in the standardized (x, y)
coordinates and then finds an approximate average size of these
products. That average is the correlation between x and y.
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Computing correlation

. =sz"‘zy
n—1
' 0.50 43+ (—0. 1794) + 0. 0053 t4.3929 +0.0%1%+ (- ¢ 4713)
2.24a5 6-1
rs = 0.9Y85

0.9391 0.5401 0.5072
—~0.1224 1.4659 ~0.1794
B 00303 0.0772 0.0023
—1.4892 —1.5430 2.2979
—0.5950 —0.1543 0.091F
1.2372 —0.3858 - 0. 47223
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Correlation # linearity! LLLESAT] Ié“

A value of r closeto 1 or —1
relationship is linear! You must

AML& sca#ermgj ; otherwise, your interpretation of

the correlation coeffiCient might be wrong.

tell you that a
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